
AIP Conference Proceedings 2435, 020051 (2022); https://doi.org/10.1063/5.0083522 2435, 020051

© 2022 Author(s).

Time series analysis of rainfall for the state of
Odisha
Cite as: AIP Conference Proceedings 2435, 020051 (2022); https://doi.org/10.1063/5.0083522
Published Online: 18 March 2022

 Rajni and Sudip Patra

ARTICLES YOU MAY BE INTERESTED IN

2-Dimensional study of ion size effects on nanoflows
AIP Conference Proceedings 2435, 020026 (2022); https://doi.org/10.1063/5.0083519

Linear shoaling and linear dispersion using Boussinesq type equations for water wave
propagation in nearshore
AIP Conference Proceedings 2435, 020032 (2022); https://doi.org/10.1063/5.0083751

A method for singular weakly linear Volterra-Integro-differential equations by Euler
polynomials
AIP Conference Proceedings 2435, 020048 (2022); https://doi.org/10.1063/5.0083523

https://images.scitation.org/redirect.spark?MID=176720&plid=1735783&setID=379066&channelID=0&CID=634322&banID=520620674&PID=0&textadID=0&tc=1&type=tclick&mt=1&hc=38285757635724bf8787fbac816c6830bfea2bba&location=
https://doi.org/10.1063/5.0083522
https://doi.org/10.1063/5.0083522
https://aip.scitation.org/author/Rajni
https://aip.scitation.org/author/Patra%2C+Sudip
https://doi.org/10.1063/5.0083522
https://aip.scitation.org/action/showCitFormats?type=show&doi=10.1063/5.0083522
https://aip.scitation.org/doi/10.1063/5.0083519
https://doi.org/10.1063/5.0083519
https://aip.scitation.org/doi/10.1063/5.0083751
https://aip.scitation.org/doi/10.1063/5.0083751
https://doi.org/10.1063/5.0083751
https://aip.scitation.org/doi/10.1063/5.0083523
https://aip.scitation.org/doi/10.1063/5.0083523
https://doi.org/10.1063/5.0083523


Time Series Analysis of Rainfall for the state of Odisha

Rajnia) and Sudip Patrab)

Jindal Global Business School, O. P. Jindal Global University, Sonipat, Haryana, 131001, India,

a) Corresponding author: rajni@jgu.edu.in
b)Email: spatra@jgu.edu.in

Abstract. The rainfall data analysis and its timely prediction is very important for agricultural practices planning. In case 
of heavy/scanty rainfall prediction, early forecasting helps to plan for disaster management in areas of high risk. In this 
article, time series analysis of rainfall for the state of Odisha is carried out. Odisha is a state which is constantly being hit 
by waves of droughts, floods and cyclones. Thus, it becomes extremely important to analyze and forecast for rainfall in 
this region so that proper measures to avert disasters can be undertaken. For time series modeling, rainfall data for last 50 
years has been analyzed using Auto-Regressive Integrated Moving Average (ARIMA) method. Several suitable ARIMA 
models are identified based on significant parameters. The variability in prediction and actual provides for the consistency 
of model. The months of highest and lowest precipitation have been identified. Later on the efforts to identify regions in 
Odisha for scanty and heavy rainfall has been made and predictions are made for 10 years into the future time period. It 
can be seen that accurate predictions help for crop planning and adopting better agronomic practices for crops, proper 
disaster management in risk zones and providing timely relief to those in affected areas. 

INTRODUCTION
Climate change is occurring worldwide, and fluctuations are happening in different regions of the country, India.

The change in pattern of climatic conditions has vast effect on agriculture. India is a country which depends on rainfall 
for most of its agricultural requirement of water. Odisha is one such state heavily relying on rainfall for irrigation of 
its crops. It is the 8th largest state in India by area. Odisha lies between the latitudes 17.780N and 22.730N, and between
longitudes 81.37E and 87.53E. The state has an area of 155,707 km2, which is 4.87% of total area of India, and a 
coastline of 450 km. Apart from industry, agriculture forms a major part of its economy. Odisha also battles many 
natural calamities almost every year. Almost every few years the state is affected by floods, droughts, and cyclones in 
different regions. Due to changes in climate pattern, the intensity of the natural calamities has increased which needs 
to be investigated. Cyclones, floods, and droughts are ultimately linked to rainfall in the region which needs a thorough 
investigation. The essential source of water supply is the Southwest monsoon which enters this region in second week 
of June and continues till first week of October [1]. The state receives 80% of its rainfall from middle of June to end 
of September. But the pattern of distribution of this rainfall in unpredictable. It been studied by few researchers that 
the number of days of rainfall also might reduce together with a marginal increase of 7–10% in its annual rainfall by 
2050 for India. The number of seasons has decreased from six to two in the region. Also, the number of days of rainfall
has reduced by 30 i.e., from 120 to 90 days [2]. If a model is developed for efficient prediction of rainfall in the region, 
it would lead to better water resource management. Deviating away from it may lead to crop failures, or else lead to 
severe damage. The current study investigates the time series modeling of Odisha for the whole year from 1960-2015.
Seasonal ARIMA modeling is used for this time series analysis. An effort to forecast for next ten years has been done 
and presented.  The ARIMA method is used because of the characteristic of the variable considered in this research,
i.e., rainfall. Rainfall dataset is stationary. Several studies have been conducted using ARIMA for forecasting tourism,
COVID-19 pandemic, yield production of crops, climate variability [3, 4] using ARIMA modeling. Box and Jenkins 
[5] first used ARIMA modeling in their research work. Haines et al. used it to model birth data [6]. Several researchers 
have recently undertaken investigation in this emerging area. Praveen et al. [7] analyzed the rainfall changes occurring 
in India with respect to trend and made forecasting using parametric and machine learning approaches. Dimri et al. 
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[8] studied the seasonal analysis of the monthly mean minimum and maximum temperatures and the precipitation for 
the Bhagirathi river basin in India.

METHODOLOGY
Data Collection: The rainfall dataset (January-December) starting from 1960 to 2015 was obtained from the portal 

of data.gov.in. The data has been compiled by Indian Meteorological Department (IMD). Figure 1 shows the rainfall
data for the state of Odisha from 1960-2015.

FIGURE 1. Rainfall in the state of Odisha from 1960-2015.

An Autoregressive Integrated Moving Average (ARIMA) model is used for this time series analysis. Box and 
Jenkins introduced ARIMA modeling in their research work in 1976 [5]. It works on time series which are stationary,
i.e., the mean, variance and covariance are constant over time. While working with a non-stationary time series, it first
needs to be converted to a stationary time series to apply ARIMA. This is because the classical regression results are
invalid in non-stationary time series. The Augmented Dickey-Fuller (ADF) unit-root test is used to identify whether 
a time series is stationary. ARIMA, AR refers to Autoregressive models, MA refers to Moving average models and I
refers to the number of lags used in differencing the data (applicable for non-stationary time series). The mathematical 
form of ARIMA model is shown in Equation. (1), respectively.

-(1)
where are auto-regressive coefficients to be estimated, Number of lags. “p” is a parameter for the model,

are moving average coefficients which are to be estimated and are the error terms. “q” represents the number of
error terms used in model. 

SARIMA: ARIMA (p, d, q)×(P, D, Q): it represents a p-order autoregressive model with q-order moving average 
having d times differenced time series, P represents autoregressive order for seasonal, D represents seasonal 
differencing and Q represents seasonal moving average order. ARIMA modeling involves identification of the suitable 
models, then estimating their AIC values and finally selecting and fitting the best model after diagnostic checking and 
use it for forecasting.

In the first step, the dataset is checked for stationarity first and then autocorrelation (ACF) and partial 
autocorrelation function (PACF) are examined. The differencing order ‘d’ is obtained from stationarity test, Auto-
Regression and Moving Average orders are identified from the plots of ACF and PACF. Moving to second step,
suitable models are examined by estimating a suitable criterion parameter. Then the identified models are compared 
with their suitable criterion parameter, in this case Akaike information criterion (AIC) values. After selecting a best 
fitting model, it is checked for autocorrelation, homoscedasticity, and normality. Finally, the model is ready to forecast 
future time periods.
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RESULTS AND DISCUSSION

The time series analysis is conducted on the R platform. Apart from R package, “tseries”, “urca”, “forecast” and 
“fpp2” was also used simultaneously to obtain the output for ARIMA [9,10]. The package has been developed for 
conducting forecasting analysis of time series data. All the tests and processes required for conducting the analysis is 
contained in this package. The rainfall data is analyzed for 55 years from 1960-2015. The data from 2016-2017 is used 
as the test set for checking the validity of the model. The rainfall data was disintegrated into its components to better 
understand the seasonal effects. The decomposition of rainfall data into its components is shown in Figure 2.

FIGURE 2. Components of rainfall data of Odisha. 

FIGURE 3. ACF and PACF plots for the rainfall dataset. 

The time series is stationary as confirmed by ADF test and KPSS test. Then moving onto the identification of the 
model, it was done using ACF and PACF plots (as shown in Figure 3) of the rainfall data. It is observed here that at 
lag 12, the strongest positive correlation comes, which is after negatively correlated lags (3 to 9). Thus, 12 is the 
appropriate seasonal parameter for the model. The model follows MA(0) process. From the plot of partial 
autocorrelation, it is observed that a strong cutoff occurs in the correlation at lag 1. It means the rainfall dataset follows 
an AR(1) process and thus p=1.

Also seasonal differencing of order 1was applied to the model. The Ljung-Box test is also performed for Lags at 
4, 8 and 12 as the data is seasonal. It is found that the model is free of autocorrelation. The best fit model out of the 
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numerous models identified is ARIMA(1,0,0)×(1,1,0) [12]. This was identified using the parsimony principle and 
minimum AIC values, and which passed the test of randomness. The residual plot of the ARIMA model is shown in 
Figure 4. This model is then used for forecasting rainfall until 2026 which is shown in Figure 5.

FIGURE 4. Residual plot for diagnostic checking 

FIGURE 5. Forecasting of rainfall for 10 years from 2016-2025.

July receives the highest average rainfall with 358.89 mm. August receives second highest rainfall with average 
of 301.54 mm. The month of November receives the lowest average rainfall, i.e., 1.36 mm. Figure 6 shows the plot of 
actual and predicted values of rainfall from 2016-2017. 
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FIGURE 6. Comparison between actual and predicted values from 2016 to 2017. 

CONCLUSIONS

An ARIMA model is applied for analysis and forecasting of rainfall dataset for the state of Odisha. The model is 
identified, tested for validity, and then used to predict for next 10 years rainfall. It is observed that ARIMA is one of 
the best methodologies to model rainfall forecasting. More investigation in this regard needs to be conducted, such as 
dividing the state into regions, or district wise, or grid wise and studying rainfall pattern to have more better 
understanding with respect to region-wise. The current analysis will serve as a foundation for future investigation in 
this area.

Appendix

The following section describes the set of codes used in R for conducting the time series analysis.

---

library(forecast)

library(tidyverse)

library(fpp2)

extrafont::loadfonts(device="win")

library(ggpubr)

library(dplyr)

library(hrbrthemes)

library(tseries)

library(urca)

library(ggfortify)

library(ggthemes)
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library(zoo)

options(scipen = 999)

##Reading the CSV file

Rainfall_Raw <- read.csv(file.choose(), stringsAsFactors=FALSE)

TS_Rainfall=ts(Rainfall_Raw$Rainfall..mm., frequency=12, start=1960)

Rainfall_Test<-read.csv(file.choose(), stringsAsFactors=FALSE)

TS_Rainfall_Test=ts(Rainfall_Test$Rainfall..mm., frequency=12, start=2016)

##stationarity test

adf.test(TS_Rainfall)

kpss.test(TS_Rainfall,null="Trend")

## Stationarity Test

ndiffs(TS_Rainfall)

## Identification of Model by plotting ACF and PACF plots

par(mfrow=c(1,2))

Acf(TS_Rainfall, 48)

Pacf(TS_Rainfall,48)

After identification of models, the residuals are checked.

Model1 = arima(TS_Rainfall, order =c(1,0,0,1,1,0) [12])

Model_1_residuals=residuals(Model1)

Box.test(Model_1_residuals, lag = 48, type = "Ljung-Box")

checkresiduals(Model1)

adf.test(Model_1_residuals)

Model_test1=arima(training,order =c(1,0,0,1,1,0) [12])

forecast_1 = forecast(Model_test1,h=120)

accuracy(forecast_1,test)

##After checking residuals, the plots were generated.
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