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A B S T R A C T

Space infrastructures have long represented the pinnacle of technological and engineering achievements. This 
complexity has been further amplified by the advent of the new space race, where private actors are taking the 
lead, alongside states, in deploying thousands of satellites in outer space. The outer space environment of 2040 
will look very different from today. Spacecraft will necessitate more frequent maneuvers to avoid potential 
collisions, with the need to be more conscious of their surroundings. Indeed, as the frequency of events and the 
number of space objects rises, decision-making tasks will increasingly challenge human operators, especially as 
physical and temporal margins diminish. Such complexity is enveloping thanks to the synergy of space tech-
nologies and Artificial Intelligence (AI), which is transforming the functioning of space systems.

The forward trajectory clarifies the significance that AI in outer space will retain in the years ahead. The 
Corpus Juris Spatialis finds itself at a crossroads, faced with the defiance of withstanding the technological ad-
vances catalyzed by the impending integration of AI into all facets of space missions. Given the ubiquitous nature 
of AI, its implementation will invariably pose multifaceted legal challenges across diverse aspects of International 
Space Law. The acquired autonomy of space assets prompts crucial questions regarding the legal standards 
applicable to AI in outer space, and how these autonomous space systems should be protected against hostile 
interference.

The main purpose of this paper, presented by the Space Law and Policy Project Group of the Space Generation 
Advisory Council (SGAC), is to examine the pivotal legal dimensions stemming from the automation of space- 
based applications from a ‘data-driven governance’ standpoint. The increase in production and acquisition of 
space data will just augment the sophistication of AI systems, therefore necessitating their data assets to be 
reliable, accurate, and consistent to safeguard the long-term success of AI technologies in space missions. The 
paper aims to address the overarching legal challenges posed by the integration of AI into outer space operations, 

This article is part of a special issue entitled: 2024 75th IAC Milan published in Acta Astronautica.
* Corresponding author.
** Corresponding author.

E-mail addresses: giovanni.tricco2@unibo.it (G. Tricco), roser.almenar@uv.es (R. Almenar), kaili.ayers@gmail.com (K. Ayers), benmousarihab@gmail.com
(R. Ben Moussa), thomasgraham@swin.edu.au (T. Graham), simiiyiola@gmail.com (S. Iyiola), william931201@outlook.com (S. Lee), terezienemcova@gmail.com
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specifically on cybersecurity, intellectual property, and data governance, which are critical for safeguarding 
autonomous systems. By examining the various nuances of these domains, it seeks to contribute to a compre-
hensive understanding of the legal landscape of the current AI-space pairing. Ultimately, the conclusion will offer 
a set of recommendations to pave the way for a secure, ethical evolution of autonomous space systems in the near 
future.

1. Introduction

The space industry is experiencing a significant transformation, 
driven by a combination of factors including a reduction in launch costs, 
the advent of fully reusable launch vehicles, a growing number of space- 
based applications, and the imminent deployment of numerous mega- 
constellations. These developments are expected to drive a consider-
able increase in the number of objects operating in the Low Earth Orbit 
(LEO) and beyond in the coming decades [1].

Given the intrinsic characteristics of the outer space environment 
and the pervasive digitalization within this field, it is evident that the 
implementation of Artificial Intelligence (AI) represents a compelling 
necessity. The space sector is witnessing a growing reliance on machine 
intelligence and assistance in a multitude of operational domains, 
including the launch, operation, maintenance, control, coordination, 
repair, and ultimate success of advanced commercial or military 
missions.

Indeed, the European Space Agency (ESA) foresees that “Artificial 
Intelligence is becoming vital to handle this complexity, to operate, 
network, coordinate and protect our space infrastructure and to get the 
most out of the data acquired by our scientific satellite missions” [2]. 
Mission success is therefore contingent upon the deployment of so-
phisticated computer-assisted models and algorithms, as well as robotics 
and communication systems that facilitate operations over vast dis-
tances in outer space [3]. The integration of data-driven methodologies 
into space activities is steadily gaining traction as a common approach.

The forward trajectory serves to illustrate the enduring significance 
of AI in the space domain in the years ahead. The field of space law is at a 
crossroads, confronted with the challenge of maintaining its relevance in 
the face of rapid technological advancement. The impending integration 
of new technologies, such as AI, into all aspects of space missions has the 
potential to substantially alter the current legal landscape. In light of the 
pervasive presence of AI, its integration will inevitably give rise to a 
multitude of interwoven regulatory issues. The discipline of space law 
will become increasingly intertwined with other legal domains, 
including data governance, cybersecurity, dual-use, and intellectual 
property.

Although we find this line of research still in its infancy, it is un-
questionably important to foster the debate and increase the awareness 
of the space community about the possible new legal and policy chal-
lenges that we may end up experiencing in the not-too-distant future. To 
this effect, this paper deals with and attempts to answer these upcoming 
challenges by analyzing the case for the involvement of AI in space ac-
tivities and navigating the different legal and policy concerns that the 
international community is irremediably destined to face.

Indeed, space law faces different challenges with the increasing 
digitalization of space activities. While liability issues in AI-driven 
missions have attracted some attention, different equally important 
questions remain largely unexplored.

This paper focuses on four particularly important, data-centric 
challenges at the intersection of AI and space activities: data sharing, 
cybersecurity, dual-use implications, and intellectual property rights 
(IP).

Questions around data sharing revolves around whether current 
regulations adequately sustain the international sharing of data while 
safeguarding personal information. Cybersecurity considerations, tackle 
the risk that AI poses for satellite networks and other essential infra-
structure, especially as adversarial attacks and software vulnerabilities 

become more sophisticated. AI’s dual-use nature further complicates the 
blurred line between civilian and military space activities, raising new 
policy and legal dilemmas under existing legal framework. Finally, IP 
issues multiply as AI systems generate vast quantities of novel data, 
testing the limits of current frameworks for ownership and authorship.

With the analysis of these selected four key domains, the paper aims 
to present a comprehensive, but focused analysis. These challenges have 
been insufficiently examined in ongoing discourse, and it is important to 
address them to shape a regulatory landscape that can keep pace with 
technological innovation. This research will be a foundation for further 
study and collaboration on how AI will reshape both space law and the 
governance of space activities.

2. Applications of AI in space activities

AI refers to “a machine-based system that is designed to operate with 
varying levels of autonomy and that may exhibit adaptiveness after 
deployment, and that, for explicit or implicit objectives, infers, from the 
input it receives, how to generate outputs such as predictions, content, 
recommendations, or decisions that can influence physical or virtual 
environments”. This definition corresponds to those provided by both 
the Organisation for Economic Cooperation and Development (OECD) 
[4] and the European Union’s AI Act [5].

AI comprises both Machine Learning (ML) and Deep Learning (DL) 
[6]. On the one hand, machine learning allows computers to learn 
without being programmed to do so, and can be found in tools such as 
chatbots and predictive text [7]. This means that algorithms can discern 
patterns and predict outcomes based on the training data. On the other 
hand, deep learning is a form of machine learning that is especially 
suitable for processing large amounts of data with reduced human 
intervention. Similar to how neurons in the human brain function, deep 
learning relies on neural networks to process data [8].

AI has already seen its application in the space context. According to 
ESA, AI is being used to control mega-constellations and to process and 
evaluate the data collected by such satellites [9]. Indeed, AI has the 
potential to improve the way satellite operators manufacture satellites, 
and therefore use data generated from their space objects. For instance, 
in the manufacturing phase, AI technologies can be utilized to perform 
repetitive tasks without human intervention, such as cleaning and 
updating the health status of components [2]. When these satellites are 
eventually launched into space, AI technologies can be instrumental in 
gathering more accurate space data while, at the same time, reducing 
costs [10].

Given these immense benefits, national and supranational space 
agencies like ESA, the French space agency CNES (Centre national 
d’études spatiales), and the US National Aeronautics and Space Admin-
istration (NASA) have invested in and funded projects to determine 
whether AI can be better applied to improve data collection [11,12]. 
Private entities have also leveraged AI technologies to improve pro-
cesses. By way of example, SpaceX uses an AI autopilot system for its 
Falcon 9 craft to carry out docking with the International Space Station 
(ISS), and AI algorithms to ensure that its satellites do not collide with 
other space objects [13].

2.1. Needs, benefits, and challenges: what the future holds

As alluded to, AI has been used in traditional space applications, 
including remote sensing and monitoring, communications between 
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ground operators and the space segment, and data analytics [14]. 
Moreover, it sustains unmanned operations including satellite 
manufacturing and potentially in-orbit assembling of space in-
frastructures in the future. This has been done in the context of NASA 
personnel in the International Space Station (ISS), who have prototyped 
a set of AI algorithms to improve the capacities of the ISS [15]. Addi-
tionally, NASA employs the AI system “AEGIS” to build 
three-dimensional terrain maps aimed at finding out rock features and 
soil composition to recommend the day’s activities based on factors like 
terrain complexity, energy usage, and scientific value [16].

Future use of AI could expand to deep space missions from the Moon 
to Mars, as well as to other celestial bodies, and potentially to asteroid 
mining and exploitation of space resources. For instance, China’s Uni-
versity of Science and Technology invented an AI-powered robot that 
uses extracts from Mars to create oxygen from water, representing AI’s 
potential to be used for chemical discovery [17]. The European Space 
Operations Centre (specifically, the MEXAR2) is also utilizing AI tech-
nologies in its endeavor, concretely, by making use of AI to resolve data 
downloading problems, which is now a vital part of the Mars exploration 
system [18].

Overall, the use of AI heralds manifold benefits for humankind in 
outer space, which can be summarized into the following: firstly, AI 
analyzes data more efficiently by identifying patterns, anomalies, and 
correlations that might otherwise go unnoticed; secondly, AI tools can 
optimize mission routes and schedules, decrease costs, and maximize 
scientific findings; and thirdly, AI is also already being employed to 
discern patterns in historical space weather data [19].

However, the growing integration of AI in space systems is also met 
with major obstacles, which can be classified into two main categories: 
those of a practical nature, and those about regulations. To begin with, 
the practical challenges associated with the application of AI technolo-
gies into the space sector concern the training of algorithms, especially 
deep learning models, which require significant computational re-
sources, making it cumbersome to develop on resource-constrained 
shared devices. Moreover, the advancement of AI needs to be in tan-
dem with potential cybersecurity threats, which pose a serious risk in the 
outer space context [20].

As for legal hindrances, the question arises as to whether AI can co- 
exist with the current international space law regime, specifically under 
the 1967 Outer Space Treaty (OST) [21] and the 1972 Liability 
Convention (LIAB) [22], as will be discussed throughout the paper. In 
light of the use of AI, questions arise as to the meaning of “fault”: should 
AI be used to substitute human decisions? Is the State of the software 
developer who was in charge of training the algorithm the one at fault 
[23] or should the AI system have its own legal personality? What does 
“fault” mean in legal terms? However, these questions will not be pro-
foundly dealt with, as it does not suit the main purpose of the present 
paper.

2.2. The importance of software-base systems: AI on the edge

The use of software to support space missions has been on the in-
crease over the years [24]. As shown before, the space industry, space 
agencies, and governments rely on the use of AI for their space plans and 
missions. In recent times, the industry has experienced an increase in the 
use of AI –particularly, in machine learning– to facilitate core functions 
such as launch, operation, maintenance, and repair of spacecraft and 
objects [3]. For example, ESA has implemented the use of AI in detecting 
signs of past or present life on Mars [20]. In the case of NASA, both the 
Remote Agent Experiment (RAX) in 1999 and the Autonomous Scien-
cecraft Experiment deployed in 2003 validated appropriate uses of 
AI-based capabilities in space activities [25]. Daily operations of mis-
sions, including the ISS, utilize different software for activities like crew 
and life support, autonomous systems, and environmental science [26,
27].

According to Piyush, “exploring space and planets seems impossible 

without the use of technologies based on Artificial Intelligence” [28]. 
The growing number of satellites in space and mission complexity have 
necessitated the development of technology to act upon unexpected 
events. To Feruglio, “the next generation of space missions will see 
software as the differentiating asset” [29].

In the context of space missions, the use of “AI on the edge”, also 
known as edge computing or edge AI, involves computer programs and 
their data running on physical space objects, including satellites, to 
perform specific tasks. It is the application of software systems near the 
end user’s location and consumption. This allows the space objects to 
process and analyze data at the generating source. Following Varma, 
data processing near its source reduces the issues associated with long- 
distance data transmission [30], reducing the latency between Earth and 
space-based assets.

3. Collection, processing, and sharing of data acquired in outer 
space

3.1. Introduction

The rapid development in the field of space exploration and tech-
nology is generating a large scale of data captured from outer space. The 
data collected ranges from remote sensing and telemetry to scientific 
research and communication-related information, all of which are 
necessary for operational efficiency, scientific advancements, and 
commercial ventures. Nonetheless, this data must be collected and 
processed effectively, which presents a major challenge to both man-
agement and security; along with the imperative to meet legal 
requirements.

Within the broader legal framework governing space activities, 
several provisions explicitly require states to share benefits, including 
scientific data, and to enhance international cooperation.

Notably, Article I of the Outer Space Treaty highlights that the 
exploration and use of outer space should benefit all countries, and 
Article IV of the Moon Agreement similarly calls for the sharing of 
benefits and information. However, the Moon Agreement has not 
received sufficient ratification to exert the influence originally 
envisaged.

More recently, the non-binding Artemis Accords (Section VIII) reit-
erate the importance of data-sharing among signatories. These in-
struments underscore a shared international commitment to ensuring 
that the benefits of space exploration are equitably distributed.

However, due to the complexity and essential nature of space data, a 
clear comprehension of collection, processing, and sharing mechanisms 
is needed. The desire for closer international cooperation and data 
sharing is increasing to a global level among space agencies, commercial 
organizations, and academia looking to achieve the maximum benefit 
from space exploration. The frameworks governing space data, 
including national regulations and privacy protection measures, are also 
shifting, making it essential to keep analyzing developments so as not to 
fall foul of intellectual property regulations or privacy protection.

Space data collection, processing, and transmission increasingly 
entertain the interaction of technologies such as AI, sensors, and 
communication systems. These technologies improve existing ways of 
obtaining and processing large volumes of data, giving meaning to 
otherwise baffling information and refining decision-making.

In space data processing, AI is employed to process Big Data to 
provide fast and precise analysis. Thus, it is possible to apply machine 
learning algorithms to pattern match and to find anomalous and trend- 
like structures in the data for a large number of use cases. For instance, 
satellite image analysis involves the use of AI algorithms in environ-
mental surveillance, disaster identification, and land use planning. In 
this manner, AI facilitates the acceleration and optimization of data 
analysis, thereby enhancing the efficiency of space missions [31].
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3.2. Importance of space data sharing across the international space 
community

The importance of data sharing cannot be overstated. Today, space 
exploration is an international collaborative endeavor, with several 
space organizations operating in concert. These agencies engage in a 
mutually beneficial symbiotic relationship, wherein they complement 
and reinforce each other’s efforts by pooling human power, information, 
and ideas. Hence, through the coordinated cooperation of various en-
tities, space exploration becomes more effective, and the study of space 
phenomena is enhanced.

Mars exploration missions such as NASA’s Curiosity [32] and 
Perseverance [33] rovers, ESA’s ExoMars [34] mission, and Indian 
Space Research Organisation (ISRO)’s Mars Orbiter Mission [35] have 
all played their part in throwing light on the red planet. In this way, the 
data collected and the information made available by these agencies 
contribute to painting the fullest picture possible about Mars. This can 
be used in future Mars missions, including human exploration. The ex-
change of data between these missions improves the quality and richness 
of scientific investigations of these phenomena.

Most of the questions and tasks connected with the challenges and 
opportunities of space exploration can only be addressed and resolved at 
the international level. This is because the sharing of data across 
different boundaries is usually a means of fostering trust and account-
ability, as well as a way of developing stronger understanding between 
individuals. This cooperative approach is especially needed in negoti-
ating such matters as climate change, disaster preparedness and man-
agement, and resource utilization, among others that may come up from 
time to time.

Likewise, Copernicus Earth observation satellites “Sentinel-1” and 
“Sentinel-2” provide radar and optical imagery that can be utilized by 
the agricultural and urban development sectors [36,37]. This data is 
made available to users in accordance with the pertinent export control 
regulations, thereby facilitating international research and cooperation.

The commercial sector is also additive to gain a huge amount of 
advantage with the shared space data. Business organizations employ 
this data to create new diversified product and service solutions, capable 
of positively transforming the economy and effecting technological 
changes. Space data is applied in several commercial ventures, ranging 
from satellite telecommunication to Earth observation and navigation.

As evidenced by the endeavors of SpaceX and OneWeb, satellite data 
can be leveraged to bring Internet connectivity on a planetary scale 
through the deployment of mega-constellations in LEO, providing high- 
speed Internet access in regions otherwise lacking adequate infrastruc-
ture. The establishment of this common data infrastructure can effec-
tively aid in overcoming the digital divide, thus, providing people from 
around the world with global accessibility to information and oppor-
tunities [38].

In the agricultural sector, private companies like Planet Labs and 
Satellogic beamed high-resolution images to farmers so that everyone 
learns of the best practices for maximizing yields while embracing sus-
tainable farming practices. Such an example represents how space data 
does have commercial value and its diverse benefits to different in-
dustries on Earth [39].

3.3. Interoperability as a challenge in data processing

Processing data from space exploration missions is generally chal-
lenging. In particular, interoperability appears to be one of the most 
pressing needs when processing space data. Sharing and exchange of 
data across the different space agencies and institutions is often difficult 
due to the variety of different formats of data being used.

Interoperability is the characteristic that allows space systems and 
data formats to communicate with each other without problems. It is 
essential to the sharing and use of space data, which is why emphasis is 
being placed on this subject. There are a multitude of instruments and 

platforms for space missions that operate according to the work of 
various organizations, with different types of data formats and stan-
dards. Specifically, this diversity can make data integration and analysis 
arduous [40].

For example, the data from satellites used by NASA might be in a 
different format from the data obtained by ESA. Data from different 
sources must be in formats that are compatible enough to merge the 
datasets into a cohesive record. Some of the international organizations 
dealing with space data include the Committee on Earth Observation 
Satellites (CEOS) [41], which strives to develop standardization for 
space-recognized data. They promote ‘open’ data that can be shared and 
have more points of connection that boost the quality of data analysis 
[42].

Interoperability problems are also found in space communications 
systems. One major disadvantage is that every country and organization 
using radios has its own protocol and frequencies, which can interfere 
with each other or be significantly inefficient. These systems require to 
be coordinated on an international level, as well as through agreements 
that regulate the compatibility of the communication infrastructure. The 
creation of universal communication protocols improves the possibil-
ities of inter-mission cooperation [43]. Interestingly, in Section V of the 
Artemis Accords a specific disposition is found on the importance of 
interoperability for space missions. As more states join the Accords, this 
provision has the potential to become a foundational tool for enhancing 
interoperability across the space sector.

3.4. Privacy and data protection

Privacy and data protection must be addressed in discussions 
regarding the management of space data. The monitoring and collection 
of information through space activities such as remote sensing and 
telemetry, along with the advent of new types of space objects, like 
mega-constellations of satellites in LEO, have given rise to concerns 
about data protection and security. Some examples include SpaceX’s 
Starlink [44] and Amazon’s Project Kuiper [45], the objective of which 
is to provide global internet services.

Despite the benefits their use brings to the advancement of world-
wide connectivity, however, the deployment of these satellites on a large 
scale poses significant challenges to personal privacy [46]. 
Mega-constellations are capable of photographing and gathering infor-
mation on nearly every point on the Earth’s surface. While this func-
tionality is useful in a variety of applications, it also brings about ethical 
dilemmas concerning the extent of monitoring and the continual and 
eternal surveillance they undertake over the Earth.

The fundamental tenets governing remote sensing were already 
prescribed in the 1986 Principles Relating to Remote Sensing of the 
Earth from Outer Space (“Remote Sensing Principles”). These principles 
underscore the openness of information and cooperation between 
countries conducting remote sensing transactions. Regarding the pro-
tection of individuals’ privacy, they do not appear to be the proper in-
strument to resort to, as they are primarily focused on state interests 
rather than particular ones [47]. , The principles set forth herein do not 
make any reference, either implicit or explicit, to the human right to 
data protection in the event of images obtained through Earth obser-
vation remote sensing.

The question thus arises as to how the right to data protection can be 
protected in these scenarios. It is widely acknowledged that national 
regulations have always been considered one of the critical means for 
the protection of privacy in the context of space activities. Such legis-
lation represents the sole means by which countries can regulate the 
methods of collection, processing, and storage of space data.

These laws should be capable of convergence with international 
norms, while simultaneously accounting for the specific national con-
cerns [48]. Some examples include the General Data Protection Regu-
lation (GDPR) and the California Consumer Privacy Act (CCPA); both of 
which would apply to the processing of personal data in outer space 
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[49].
Therefore, considering the risk of falling with the use of personal 

data, or at least the complication of completely opting out of the risk of 
laterally collecting personal data, therefore leaving an “ought to be a 
risk” to have personal data involved in the collection of data from space. 
It is of extreme importance to look at how the strict regulation regarding 
personal data, namely the GDPR, would interplay with space activities 
and AI. The GDPR regulates the collection, processing, and use of per-
sonal data of citizens of the European Union, irrespective of their loca-
tion and/or registered domicile. It follows that companies handling data 
of European citizens outside of EU territory still must comply with GDPR 
dispositions.

Notwithstanding, we recognize that today there is no clear risk that 
space companies will have to deal with and comply with GDPR dispo-
sitions for their data collection from space, however, it is a problem that 
will be increasingly present in the coming years. Therefore, an initial 
analysis of which dispositions and limitations to bear in mind can be a 
long-term strategy to ensure the law-abiding dimension of their activ-
ities, in particolar in the context of remote sensing and earth observa-
tion. In particular, Article 22 can raise questions on services based on 
completely autonomous decision-making, banning decisions or systems 
that autonomously –without humans in the loop– make decisions.

As a result, satellites equipped with Very High-Resolution (VHR) 
cameras and an AI analytics software that autonomously discharges or 
sends data down to Earth could be impacted by it. Raising a bell given by 
the amount of fine that could be imposed by the breach of the GDPR, up 
to 20 million or 4 % of the undertaking’s turnover. Yet in the same 
article, Article 22(3), a disposition is found that can help in the law- 
abiding building up of the services: “The data controller shall implement 
suitable measures to safeguard the data subject’s rights and freedoms and 
legitimate interests”.

Specifically, safeguards can be placed following other core articles of 
the GDPR, such as Article 5 on the processing of data (data minimization 
& purpose limitation), Article 6 on the lawfulness of the processing 
(consent and/or legitimate interest), and lastly ensuring privacy by 
design and default according to Article 25.

It follows that these issues can only be addressed through the 
enactment of comprehensive legislation regulating the utilization of the 
given data and protecting the privacy rights of individuals. Moreover, 
certain measures should be taken by the representatives of the space 
industry concerning the protection of personal data. Such measures 
encompass the implementation of encryption systems, the utilization of 
secure communication protocols, and the adoption of robust access 
control mechanisms. It is also incumbent upon the managers of orga-
nizations involved in space activities to ensure that they conduct routine 
security assessments and risk/opportunity mapping.

3.5. The way forward in space data sharing: a multi-layered approach

This subsection shows that Space data-sharing in the age of AI de-
mands particular attention. The stumbling block at the international 
law-making level does not diminish the clear need for more targeted 
guidance on AI-driven data usage in space.

One promising route can be presented by soft-law instruments, for 
instance, UN-endorsed guidelines or codes of conduct, that can flexibly 
adapt with technological development. These would build on existing 
ideals of benefit-sharing, cooperation, and transparency, but provide 
more practical standards for data handling, privacy safeguards, and 
interoperability. On a national level, governments could incorporate AI 
and data considerations into their licensing requirements for commer-
cial spaceflight, thereby harmonizing practices across different juris-
dictions and fostering de facto global norms.

Additionally, existing frameworks like the Artemis Accords, which 
already address data-sharing (section VIII) and interoperability (Section 
V), can be further refined or expanded to incorporate explicit AI 
governance and privacy protocols. While the Accords are not legally 

binding, their growing acceptance means they have real potential to 
influence behavior on a wide scale in the future.

All of this must go hand in hand with appropriate accountability 
measures. The foreseeable UN guidelines could possibly include the 
setting up of regular audits, establishing transparent oversight, and 
ensuring tangible avenues for redress would help protect fundamental 
rights while still encouraging innovation in space. In essence, rather 
than relying on a revision of the OST, a balanced and dynamic approach, 
mixing soft-law tools, coherent national regulations, and more robust 
use of existing frameworks (also from other fields, such as data protec-
tion) can provide the clarity and flexibility necessary for responsible AI- 
driven data processing in space activities in the years to come.

4. Cybersecurity of AI-enabled space systems

4.1. Introduction

As above-mentioned, AI is utilized across several domains [50]. 
However, a few issues have arisen concerning the use of AI to support 
Earth observation and monitoring efforts. These concerns are mostly 
related to employing AI-based solutions to meet cybersecurity and cyber 
defense goals in both military and civilian operations [51].

Cybersecurity is understood as the collection of tools, policies, se-
curity concepts, security safeguards, guidelines, risk management ap-
proaches, actions, training, best practices, assurance, and technologies 
that can be used to protect the cyber environment, and organization and 
users’ assets, including connected computer devices, and personal 
infrastructure [51].

AI, especially weak AI, is a cyber-vulnerable technology. A weak AI, 
otherwise referred to as narrow AI, is designed to perform specific tasks 
[52]. In addition to being susceptible to typical cyberattacks [53], AI 
systems –in particular, those that employ machine learning–, also rely 
on how AI functions and learns [54]. “Vulnerability” in AI cybersecurity 
refers to a flaw in the software, hardware, or operating systems while 
“risk” is the possibility of losing, harming, or destroying assets. In this 
way, attacks are possible against AI-enabled systems in space because 
the underlying AI algorithms have fundamental limitations that are now 
unfixable. They vary from conventional cyberattacks, which are brought 
on by “bugs” or unintentional coding errors made by developers in the 
source code [55].

Attacks can target weaknesses in the training process (e.g., data 
poisoning) or security in the training algorithm (e.g., adversarial ma-
chine learning). In addition, categorization outcomes may also be 
impacted by flaws in the platform on which the AI system operates. 
Examples include a higher-level qualitative study to reason about the 
impact of huge vulnerability classes on AI systems and a tangible proof- 
of-concept assault to demonstrate the viability and impact of a platform 
attack [55].

4.2. Legal framework for cybersecurity in space

Without sufficient engineering-phase verification and acceptance 
testing, using AI technology in space activities might be quite risky. As 
the use of AI-driven space systems is expanding rapidly, it is critical to 
keep the complexity and breadth of regulatory frameworks to protect 
these resources from cyberattacks. Satellites, spacecraft, and ground 
control infrastructure are all examples of space systems, which are 
becoming increasingly essential to international trade and national se-
curity. Thus, the implementation of strong, all-encompassing cyberse-
curity protocols is required based on the distinct attributes of space, such 
as its size, isolation, and the participation of several global parties.

When the five fundamental space treaties were adopted, neither 
cyberattacks nor emerging technologies (i.e., AI) were prevalent. At the 
time, it was unclear how these regulatory instruments would hold up to 
the harmful “activities/interferences” caused by new technologies. The 
well-known Roman legal adage sic utere tuo ut alienum non laedas, which 
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prescribes that each must use their property in a way that does not cause 
injury to another’s, might serve as a starting point for understanding and 
debating potential developments in the fields of cybersecurity and space 
travel.

However, victims are left to navigate unknown territory due to the 
lack of established international law on AI, space, and cyberspace; as 
well as given the lack of distinctions between cybersecurity and space 
security, and the uses of technology. Accordingly, there is an increasing 
demand for cybersecurity rules addressed at both international and 
regional levels.

4.3. International space law

The OST can be seen as a seminal document for outer space law [56], 
which lays out important principles for the governance of space activ-
ities. Starting from the beginning, it is indicated in Article I OST that “the 
exploration and use of outer space shall be carried out for the benefit and 
in the interests of all countries”. In the context of using AI systems in 
space activities, especially in autonomous operations, this provision may 
be interpreted as an obligation of states to ensure that these systems 
contribute to the collective benefit and do not lead to harmful monop-
olization or misuse.

Article VI OST holds “states responsible for national space activities, 
whether carried out by governmental or non-governmental entities”. 
This responsibility extends to the cybersecurity of AI systems, as states 
must ensure that these systems do not pose risks to other states or en-
tities. It should also be noted that the responsibility of states for space 
activities must be strictly differentiated from the liability of the state for 
damages caused by a space object according to Article VII OST and the 
LIAB, which builds on Article VII OST by defining a dual-pronged lia-
bility system based on fault and absolute culpability, depending on the 
location of the harm [57].

Article IX OST requires “states to avoid harmful contamination of 
space and adverse changes to Earth’s environment.” AI systems in space, 
especially those subject to cyber-attacks, could potentially cause harm 
(e.g., by disrupting satellite operations). States need to implement 
cybersecurity measures to comply with this obligation.

In conjunction with the aforementioned space treaties, given that the 
responsibility scheme accrues on the launching state of a space object, 
the launching state of an AI-enabled space object has been proposed as 
the suitable party to which liability should be traced back in the lack of 
better guidance. This suggests that all “intelligent” space systems 
launched from a state’s territory must be authorized ex-ante and closely 
supervised; being the duty of the launching state to take all necessary 
precautions to lessen any possible harm their space objects may cause 
[58].

States may also be held accountable for not adequately protecting AI- 
enabled space objects from hacking, interruptions, or other security 
breaches that might jeopardize automated navigation and communica-
tions systems [3].

4.4. General international law

One of the fundamental principles of the OST is that international 
law applies to activities in space. Manfred Lachs, a founding father of the 
OST, wrote in 1972: “By accepting the Charter as part of contemporary 
law application to outer space and celestial bodies, one has to accept it as 
it is today, including all the progress made during the years it has been in 
operation” [59]. To this end, without a doubt, space is subject to a sig-
nificant portion of international law. This covers both fundamental and 
explicit principles of international law as well as long-standing stan-
dards of customary international law, such as the pacta sunt servanda and 
good faith principles [55].

The 2001 International Law Commission’s Draft articles on the Re-
sponsibility of States for Internationally Wrongful Acts aim to codify the 
customary law revolving around state responsibility [60]. According to 

the OST, along with cyber operations and other associated cyber activ-
ities, space activities are also subject to the law of state responsibility 
[61]. As per these Draft Articles, every internationally wrongful act, 
which includes both actions and omissions, which is committed by a 
state, consists of two components: (1) the attribution of the said 
wrongful act to the state in question under international law, and (2) the 
state’s violation of an international duty [62].

In addition to these two components, it is important to determine 
whether there were any circumstances surrounding the alleged wrong-
fulness of the act [63]. When a state perpetrates an internationally un-
lawful act, it assumes international responsibility which has legal 
ramifications, such as the need to cease the behavior (if appropriate) and 
to provide full compensation for the harm caused [64].

In combination with the OST, Articles VI and VII do not affect any 
claim under customary international law on compensation. Article VII 
OST is not the only exclusive norm on compensation. The concept laid 
down by Articles VI and VII allows for liability of a launching state that is 
not (and never was) responsible in terms of Article VI, which never could 
commit a wrongful act in neglecting Article VI [55].

When it comes to AI systems in space, a cyber operation that violates 
an international regulation by targeting or using an AI system in a way 
that is traceable to a state, may be considered internationally unlawful 
conduct in accord with the Draft Articles. States may be held directly 
liable for cyber activities carried out by its branches, such as intelligence 
or the military.

States may also be indirectly held accountable if non-state actors, 
such as private companies or hacktivists, conduct cyberattacks while 
acting on behalf of the state or with its consent. Because cyber actions 
are sometimes anonymous and deniable, it is difficult to attribute an 
activity to a state in cyberspace. States could still be held accountable, 
though, if there is proof connecting the cyber operation to actions that 
are supported by the state.

In conclusion, under the current international law regime, it is not 
difficult to imagine if an AI-controlled spacecraft is compromised by a 
cyberattack, crashing into another satellite and producing debris that 
endangers other space assets. If a state is responsible for the attack, it 
may have violated the OST and perhaps triggered the LIAB, making it an 
internationally unlawful act.

Another scenario could be a violation of obligations under the In-
ternational Telecommunication Union (ITU) regulations and the United 
Nations Cybercrime Convention, adopted on 7 August 2024, if a state 
conducts or sponsors a cyber operation that manipulates AI systems 
controlling critical satellite communications, causing widespread 
disruption of global communications, especially if the operation violates 
the principle of non-intervention.

4.5. Soft law

From a soft law perspective, guidelines for responsible space oper-
ations, with an emphasis on safety and debris mitigation, are provided 
by UNCOPUOS documents like the 2021 Long-Term Sustainability 
Guidelines [65] and the 2010 Space Debris Mitigation Guidelines [66]. 
In creating regulatory frameworks for space activities, including 
AI-based space systems, the Long-Term Sustainability Guidelines also 
promote the use of international technical standards.

Furthermore, it is noteworthy that the NATO Cooperative Cyber 
Defense Centre of Excellence (NATO CCD COE) in Tallinn was estab-
lished more quickly than planned in 2007 because a number of Estonian 
public and private e-services were the targets of a wave of hostile cyber 
activities. As a result, governments all around the globe now use the 
Tallinn Manual as a reference for determining how international law 
should be applied in certain circumstances [67]. Although it is not a 
legally binding document, it is highly influential in shaping the under-
standing of how international law can be applied to cyberspace.

By designing and executing performance and safety standards, as 
well as conformity assessments for processes and products, international 
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standards organizations, such as the Institute of Electrical and Elec-
tronics Engineers (IEEE), and the International Organization for Stan-
dardization (ISO) are leveling the playing field between jurisdictions. 
These organizations are presently concentrating on standardizing AI by 
establishing committees specifically tasked with creating AI-related 
standards and assessment models.

In addition to releasing recommendations for AI management sys-
tems, ISO has established a Subcommittee on AI (SC42) to provide 
standards for the technical elements of AI development and conformity 
assessments [68]. Likewise, IEEE is developing AI standards, namely the 
Standard for Transparency of Autonomous Systems, on reliable AI, 
ethics, bias, and system quality [69].

Furthermore, several international organizations have released pa-
pers on ethical AI development. A worldwide agreement on the 
advancement of ethical AI has been adopted by the United Nations 
Educational, Scientific and Cultural Organization (UNESCO) 193 
Member States [70], and the United Nations Chief Executives Board (UN 
CEB) has stressed the significance of ethical AI in its speech [71]. 
Additionally, 47 countries have embraced the robust, safe, fair, and 
trustworthy AI principles endorsed by the Organization for Economic 
Co-operation and Development (OECD) [72], whereas the World Eco-
nomic Forum (WEF) has published a white paper on the public sector’s 
procurement of reliable AI systems [73].

4.6. Proposed solutions and recommendations

4.6.1. State responsibility for cybersecurity of AI systems in space
The application of “cyber due diligence” can be viewed as one of the 

possibilities to promote international peace and security in outer space, 
within an unstable cyber environment, and to minimize dangers in the 
latter. If a state fails to pay due attention and care, as required by the 
specific activity-conduct-entity, it should be accountable for any inac-
tion, whether it be generally or for the behavior of individuals [74].

According to the due diligence concept, nations must establish 
guidelines and policies to control and safeguard their cyberspace, cyber 
activity, and individuals involved in such activities. Therefore, states 
and companies need to comprehend and reinterpret the following con-
cepts to properly manage space cybersecurity [75]. 

- “Harm” should be understood as taking into account the technique 
employed and the surrounding conditions.

- The probability and extent of the technology employed that 
contributed to the harm should be considered.

- The danger or known weaknesses in the technology and the envi-
ronment in which it is employed should be examined.

- The degree of ex-post traceability and intelligibility of technological 
processes that might have had a role in the cause, as well as the 
asymmetry of information, should be understood.

- The level of ex-post accessibility and intelligibility of the information 
gathered and produced by technology should be reviewed.

- The type and extent of harm that may have been inflicted should be 
analyzed.

The liability is contingent upon the purpose of the offender or the 
operator’s negligence, even in cases where the harm is produced or 
initiated by a cyberattack. In the absence of a legal framework, due 
diligence can be used to challenge broad expectations of reasonable care 
and consideration for threats to sovereignty between states [49].

In the case of cybersecurity for an AI-driven space object, numerous 
challenges arise regarding how to interpret and implement the identified 
subset of security measures. The concept of ‘due attention and care’ is 
particularly complex in this context, as the unique and evolving nature 
of AI makes it difficult to determine how these principles should mani-
fest in specific scenarios. For instance, due diligence in the diffusion of 
AI within space operations could involve multiple aspects, such as 
ensuring the transparency of the model, clearly defining the mechanisms 

governing data sharing, and establishing robust safeguards to prevent 
unauthorized access or manipulation.

Additionally, addressing potential biases in AI decision-making and 
implementing continuous monitoring systems would be crucial to 
maintaining security and reliability. As AI increasingly integrates into 
space activities, a well-defined framework for cybersecurity and 
accountability will be essential to mitigate risks and ensure the safe and 
ethical deployment of these technologies.

4.6.2. The positive implementation of existing rules
Even though there is indeed a lack of international-level regulations 

on AI-driven space systems, it is challenging to negotiate new, interna-
tionally enforceable legal instruments given the international law- 
making stalemates. Under these conditions an incremental (or soft- 
law) approach may offer a concrete approach, which is likely to be the 
most effective way to reach some cohesive instrument in the matter.

In terms of substantive international commitment and norm crea-
tion, starting with non-binding non-governmental guidance documents 
informed by current and emerging industry initiatives, to then continue 
with the enforcement of these documents through national regulation, 
to ultimately negotiate binding international agreements. If adopted, 
this approach will grant the international community more time to 
suggest, discuss, and agree upon the current international space law 
framework.

This measurement is foreseeable also based on the practical side. In 
practice, insurance companies may ask prospective clients to produce 
comprehensive technical documents or compliance certifications, 
regardless of national regulations, to make sure that the risk of insuring 
them is low enough to warrant exposure to considerable liability in the 
case of a claim. This is particularly true in light of the growing likelihood 
of conjunction events occurring in orbit and the challenges insurance 
faces in sustaining successful business models as space debris multiplies 
[76].

5. Dual use of autonomous space assets

Traditionally, new space missions are dependent on data from pre-
vious studies, which can often be limited. In this regard, AI enhances 
satellite capabilities in mission design and planning by offering quick 
access to comprehensive data from past missions, allowing engineers to 
retrieve this information with just a few clicks. For instance, Daphne 
[77], an intelligent assistant, helps engineers in designing Earth obser-
vation satellite systems by providing relevant information and 
answering mission-related questions [78].

Moreover, AI technologies support navigation systems. The distance 
from Earth, Earth orbits, and planets are enormous, which could have a 
significant impact on the allocation of the spacecraft to its planned 
destination due to the challenge of the lack of a space navigation system. 
In matters of communication between Earth and satellites, which could 
cause enormous latency issues, with the risk of affecting the ability to 
avoid collisions [79]. AI opens the way to overcome these challenges: for 
example, there is the prospect of employing Intel and NASA’s Intelligent 
Navigation System, which was built using images acquired by the Lunar 
Reconnaissance Orbiter, to generate a virtual lunar map [80].

In turn, AI technology offers a significant advantage in the 
enhancement of national defense through the integration of space assets. 
Several countries, namely the US, Russia and China, are already testing 
and integrating AI systems into existing defense systems to enhance 
intelligence and assessment capacity with further hope to even amplify 
the overall military command and control process [81].

To begin with, AI could be combined with traditional space intelli-
gence, surveillance, and reconnaissance (ISR) space systems, improving 
tracking of adversary activities or assets on a larger scale over a longer 
period [82,83]. For instance, Slingshot Aerospace developed an AI sys-
tem “Agatha” that analyzes maneuvering patterns of satellites in orbit 
and identifies anomalous activities that may be of potential security 
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interest. Under a contract with the US Defense Advanced Research 
Projects Agency (DARPA), Slingshot Aerospace developed the Agatha 
system and has run official tests including the tracking of Russia’s Luch 
Olymp-K-2 inspector satellite [84].

Furthermore, AI could also be applied to assist in integrating cross- 
domain military command from data collection to weapons systems, 
envisioning the concept of Combined Joint All-Domain Command and 
Control (CJADC2). In June 2024, Lockheed Martin launched two demo 
satellites with three objectives of autonomous and collaborative data 
collection, tactical and over-the-horizon communication, and on-edge 
processing. One demonstration involves real-time collective data pro-
cessing with an F-35 fighter jet and sending the processed information to 
the Aegis Combat System within a naval ship [85].

However, the dual-use nature of autonomous space assets powered 
by AI presents significant challenges. It necessitates both careful 
consideration and the establishment of comprehensive regulatory 
frameworks to ensure the responsible and ethical use of AI in space.

5.1. International norms on the dual-use of AI

5.1.1. Group of Governmental Experts on emerging technologies in Lethal 
Autonomous Weapons Systems (LAWS GGE)

In 2013, the Conference on the Convention on Prohibitions or Re-
strictions on the Use of Certain Conventional Weapons (CCW) convened 
the Group of Governmental Experts on emerging technologies in Lethal 
Autonomous Weapons Systems (LAWS GGE), mandating the group to 
conclude some guiding principles to draft proper regulation under the 
international law system.

Accordingly, in April 2021, eleven guiding principles and five pro-
tocols were adopted at the CCW conference, having affirmed the full 
application of the UN Charter and international humanitarian law [86]. 
While the guiding principles did not specify the exact accountability and 
type of crimes, states agreed to retain human responsibility for the de-
cisions to use lethal autonomous weapons [87] and to comply with 
applicable international law on the potential development, acquisition, 
and use of those weapons [88].

5.1.2. Wassenaar Arrangement
The Wassenaar Arrangement on Export Controls for Convention 

Arms and Dual-Use Goods and Technologies (hereinafter, the Wassenaar 
Arrangement) was fully established in July 1996 to promote trans-
parency and greater responsibility in transfers of conventional arms and 
dual-use goods and technologies [89].

As of today, 42 participating states are required to report their arms 
transfers, as well as to report every six months when they transfer or 
deny certain dual-use goods and technologies to destinations outside the 
Arrangement. Although participating states are not entitled to the right 
to veto or to make exemptions from the reporting obligation, the 
Arrangement does not include any penal clauses or sanctions for any 
actions against its provisions.

Regarding the dual-use list, when including items specific to tele-
communications, sensors and lasers, navigation and avionics, aerospace 
and propulsion, all licenses denied relevant to the purposes of the 
Arrangement should be notified by participating states to non- 
participants twice a year [90]. Moreover, participating states must 
biannually notify licenses issued or transfers of items in the Sensitive List 
and Very Sensitive List made relevant to the purposes of the Arrange-
ment to non-participating states [91].

Most of the items listed under the Arrangement are highly prone to 
military applications and are thus defined as dual-use items. In that 
sense, autonomous space assets would also easily fall under the dual-use 
items as long as the original technological application is included in the 
list. For instance, autonomous navigation systems for space launch and 
maneuver will fall under the term “source code” for “the operation or 
maintenance of any inertial navigation equipment, including inertial 
equipment, or Attitude and Heading Reference Systems (AHRS)” that 

are specifically advanced as listed under the Arrangement [92].
Also, other source codes for “hybrid integrated systems which 

improve the operational performance or reduce the navigational error of 
systems” to the specified level combining sonar velocity data, satellite 
navigation reference data, or Data-Based Referenced Navigation (DBRN) 
systems are regulated under the Arrangement [93].

5.2. Regional rules and policies

Leading states in AI development and domestic regulations have 
started to propose the potential risks and governance of AI as an EDT, 
introducing it as an official item on the agenda at both regional and 
multilateral levels. This term has been coined by several governments 
and relevant industry actors, increasingly receiving critical attention at 
the European Union (EU) and the North Atlantic Treaty Organization 
(NATO).

Under the term, AI may be technologically neutral and its use would 
not itself harm people, but the military application of the technology to 
automatically target and attack would be disruptive. In that sense, the 
2021 meeting of NATO Ministers of Defence –concluded with a joint 
NATO Artificial Intelligence Strategy– led to the formulation of six 
principles of responsible use of AI in defense: (a) lawfulness, (b) re-
sponsibility and accountability, (c) explainability and traceability, (d) 
reliability, (e) governability, and (f) bias mitigation [94].

Moreover, the European Commission convened a High-Level Expert 
Group on AI to address issues and derive common objectives within 
Europe concerning ethical development, deployment, and use of AI. As a 
result, in April 2019, the European Commission published its “Ethics 
Guidelines for Trustworthy Artificial Intelligence” [95], containing 
seven key requirements that AI systems should meet to be deemed 
trustworthy: (a) human agency and oversight, (b) technical robustness 
and safety, (c) privacy and data governance, (d) transparency, (e) di-
versity, non-discrimination and fairness, (f) societal and environmental 
well-being, and (g) accountability.

Such principles formulated the ethical basis on which the 2024 EU’s 
AI Act would later be based, considered as the first-ever comprehensive 
regulatory framework regulating the use of AI. Nonetheless, this legis-
lation excludes AI systems used for military, defense, or national security 
purposes from its scope (Art. 2), as the GDPR does, therefore leaving 
open questions on the nature of dual-use assets, including space systems.

In May 2024, the Council of Europe passed its Framework Conven-
tion on Artificial Intelligence and Human Rights, Democracy and the 
Rule of Law’ to provide guiding principles and necessary procedures for 
all actors to comply with the existing standards on human rights, de-
mocracy, and the rule of law [96]. The Convention stipulates seven 
principles [97], following appropriate remedies, procedural rights, and 
safeguards for states and private actors. Notably, the Convention obliges 
state parties to either comply with the principles and obligations or take 
other measures to comply with the treaty provisions while fully 
respecting their international obligations regarding human rights, de-
mocracy, and the rule of law.

Meanwhile, parties to the Convention are exempted from treaty 
obligations when conducting activities related to the protection of their 
national security interests and national defense matters [98]. However, 
state parties are not exempted from treaty obligations even in the case of 
national security interest, when the testing of AI systems may have the 
potential to interfere with human rights, democracy, or the rule of law 
[99].

5.3. Legal challenges related to the dual-use of AI in outer space

Albeit there are several existing international rules and guidelines 
applicable to space activity and AI use, respectively, the application of 
AI technologies in outer space and its dual-use character poses a series of 
regulatory and political challenges.

Firstly, the application of AI in space launches and maneuvers 
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complicates state liability under international law and, specifically, 
under the LIAB. For instance, the LIAB only defines the term ‘launching 
state’ as a state that launches or procures the launching of a space object 
or a state from whose territory or facility a space object is launched 
[100]. The Convention, unfortunately, does not delimit in detail the 
launch or procurement itself and cannot thus specify how and where the 
party that provides an AI-driven or AI-supported launch and maneuver 
system fits in the legal equation.

Any damage caused by one state party to another by using an AI- 
powered dual-use space object does not exempt the state party from 
its liability. However, further liability of the AI software-providing or 
operating state would be subject to the problem of causation and proof, 
thus lacking effective and appropriate rules regarding the level of au-
tonomy and burden of proof [101].

Secondly, the absence of any binding regulations on AI applied to 
space systems will lead to allowing any dual use of the technology, from 
autonomous reconnaissance to even lethal autonomous weapons, which 
would be contradictory to the principles of peaceful use and non- 
militarization of outer space under the OST, and to the general prohi-
bition of threat or use of force under the UN Charter.

While the above-suggested guiding principles from UN expert groups 
and even NATO joint ministerial documents highlight the need to retain 
human responsibility and accountability in using AI, both documents 
curtail the scope of defense applications and do not initially call for 
regulatory tools on the disruptive use of AI in space. In such cases, states 
and private actors will only consider general interpretations of inter-
national law and, in the case of the use of force, humanitarian law. While 
these may not be in contradiction with the international rules-based 
order, they may undermine the very purpose of peaceful use and regu-
lation, including the non-placement of weapons of mass destruction in 
accordance with the OST.

Thirdly, the application of autonomous systems into lethal weapons 
potentially raises the risk of human control in decision-making and 
further breach of international humanitarian law when executed. 
Increasing views from academia and the international community crit-
icized the danger of fully autonomous weapons deployed based on pre- 
designed algorithms and without any human control [102–104].

Some have also argued from an international law perspective that the 
use of AI technology complicates the problem of command and chain of 
responsibility, although it will remain challenging to clarify the extent of 
law permitting, requiring, and prohibiting lethal autonomous weapons 
[105]. In particular, legal questions could be raised under international 
humanitarian law on whether autonomous weapon systems still comply 
with the four core principles of distinction, necessity, humanity, and 
proportionality just like any other weapons.

6. Intellectual property rights in AI application

With the use of AI in space technology, new challenges might arise 
regarding Intellectual Property Rights (IPRs). IPRs are rights that protect 
an innovative thought, depending on its form [106]. International 
treaties and Intellectual Property (IP) regimes identify six different IPRs, 
namely patents [107], copyrights [108], trademarks [109], industrial 
designs [110], geographical indications [111], and trade secrets [112].

From the perspective of IP, the most important application of AI 
within the space domain appears to be in the field of imaging. To 
evaluate the potential legal implications and regulatory challenges of AI 
in space, it is essential to first understand how AI is being embedded into 
space technology. This integration can be examined in three key areas: 
the AI deployment on Earth, the use of AI systems in space, and the 
outcome of the latter on Earth or in space.

From a legal standpoint, it is crucial to differentiate between the 
input to AI models and their output. This has particular relevance for the 
applicability of international space law and intellectual property law.

6.1. Input to AI models

Input data to AI, in EU terms, refers to “data provided to or directly 
acquired by an AI system based on which the system produces an 
output” [113] and can be introduced to the AI in different states such as 
raw, cleaned, organized, or labeled data [114]. Firstly, it is necessary to 
understand that AI models are, in the vast majority, being developed on 
Earth [115]. This does limit the applicability of international space law. 
However, several intellectual property law aspects can be recognized at 
this stage. 

i. Stages of AI and machine learning development

AI model development can be divided into four phases: (i) setup 
phase, (ii) model training phase, (iii) models exploitation phase, and (iv) 
deployment phase [116].

To begin with, the setup phase is described by data collection, 
methodology such as annotation protocol for performance of annotation 
tasks, metadata tags (labels) for data annotation, and structured label 
taxonomy; all of them being eligible for protection under copyright 
[116]. This means that after identifying a problem that needs to be 
solved by AI, the proper data is collected and sorted for the upcoming 
training [117].

The model training phase consists of entire metadata labels and 
corresponding data samples (labels metadata), machine learning 
models, and active learning flow (algorithm) [116]. This stage plays a 
key role in a successful outcome in the long run - understanding the data, 
labels, and other sources from the previous phase helps with the proper 
design and calibration of the machine learning model in order to achieve 
the best results for the aimed goal with the available input [118]. In this 
case, these data can be protected under copyright, but also under trade 
secrets and patents [116].

The model’s exploitation phase can be described by pipeline data 
flooding for desired output (machine learning output), interference 
software interface, data processing through machine learning pipelines, 
and training software interface like source code [116]. This means that 
the developer tries to secure the best outcome out of the data by using 
algorithms or previously learned policies in a short period [119]. While 
machine learning output is inherently hard to protect, the remainder can 
be adequately safeguarded through the use of copyrights and patents 
[116].

Lastly, the deployment phase of AI in IP consists of web application 
software, software interface providing service to other pieces of soft-
ware, machine learning software libraries of third parties, edge appli-
cations, and deployment infrastructure; which can be protected by 
patents and copyrights [116]. This includes taking into account inte-
grating the AI model into the targeted application, feedback, and up-
dates as well as incorporating security measures [120].

In a nutshell, the development of AI involves preparing for the AI 
project by first defining the goal and gathering as well as organizing 
relevant data. Further, it is dependent on choosing or creating a model, 
training it with the data, testing as well as fine-tuning the model, and 
finally deploying it for real-world use. 

ii. IP protection of training data

As described, most of the AI training and development content can be 
protected under several IP protection mechanisms. Nonetheless, a legal 
question remains open, especially regarding ownership of training data 
within the setup phase, which then flows into the machine learning 
models in the next machine learning and AI development stages.

When Earth imaging is taken into consideration from the perspective 
of copyright, the training data as input for machine learning needs to be 
examined closely. At this stage, most input would be eligible for copy-
right protection. Nonetheless, as stated above, certain raw data are not 
copyrightable [121]. Therefore, training machine learning on raw data 
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would not be considered a breach of IPRs. If, however, machine learning 
is being trained with processed data such as images that are protectable 
under copyright [122], then this issue needs to be addressed.

Although several space agencies provide open-access datasets for 
machine learning and AI training [123,124], it is questionable to what 
extent legal challenges may arise. With the rise of AI applications, the 
question as to whether using copyrighted data for machine learning and 
AI training purposes constitutes an infringement is currently being dis-
cussed in many jurisdictions and various contexts. One approach is 
aligned with the idea established within the US copyright law that even 
copyrighted data can be used as training data for machine learning and 
AI under the fair use doctrine [121]. This means that the copyrighted 
data can be used when the purpose, the nature, and the effect on the 
market, are aligned with the fair use doctrine [125].

Further, especially when considering the use of data gained from 
private entities, licensing [126] is one of the other means of legally using 
data for machine learning and AI training purposes [121]. Also, data 
scraping is another way of using data for training purposes, although 
possibly leading to legal concerns [127]. Lastly, the data input might be 
constituted as a non-infringing protected derivative [128] by the 
so-called “transformative use” [122].

It is important to highlight that the higher the quality of the data, the 
better the AI output [129]. The debate around AI and IP includes also the 
fact that space applications of high quality can help solve, identify, and 
handle problems which oftentimes corresponds with the UN’s Sustain-
able Development Goals (SDGs) [124].

6.2. Output of AI models

Firstly, it needs to be stated that an AI model is not the same as an 
algorithm, since the “model is used to make predictions or decisions and 
an algorithm is the logic by which that AI model operates” [130]. The 
output of AI models therefore depends on the input and the model, so the 
output is not necessarily an image just because the input was an image 
[131]. This is for the reason that “an AI model is defined by its ability to 
autonomously make decisions or predictions, rather than simulate 
human intelligence,” which can be performed in other forms (for 
example, in text form) than the original input for training [130]. 

i. From data to image

Before AI systems were being implemented onboard space objects, 
amounts of space data would flow to a receiver on Earth (ground 
segment), and there, these would be processed into an image, that is, an 
IP-protectable outcome under national laws [132]. However, it must be 
pointed out that this matter, including copyright issues, may, and usu-
ally would, be handled by contracts and license agreements [133].

With AI being used in outer space technology, the situation slightly 
changes. Regarding Earth imaging, in particular, AI has become an 
invaluable aid, especially in terms of reducing data flows to Earth, and 
reducing the use of precious bandwidth [15]. This is enabled by AI 
identifying certain relevance within the data gathered in outer space and 
sending it back to Earth. There is a thin layer between the applicability 
of “earthly” jurisdictions, i.e. remaining status quo, and a new legal 
challenge. 

ii. Legal challenges

In scenario one, AI in outer space would be processing only unpro-
cessed, raw data [134]. It is to be noted that raw data is not subject to 
copyright and therefore cannot be protected at this stage [135]. If, 
conversely, data would be processed directly in outer space having 
(possibly) an image as the output –developed and existing in outer 
space–, the latter would be subject to copyright when fulfilling the 
definition of copyright as stated above.

The use of AI presents several legal challenges when applying IPRs on 

Earth and consequently, in the outer space domain. The issue of 
authorship is of particular relevance to the use of AI in space for its role 
in determining territorial jurisdiction. Especially, copyrightability of 
outputs of generative AI has been part of recent discussions all around 
the world, with most countries denying such IP protection due to a 
missing human involvement in the output [136]. It is also relevant to 
note that copyright is connected to the nationality of the author [137] 
and under the Berne Convention, TRIPS and WCT there is a certain level 
of protection of the copyrighted work in every signatory country, 
although the work itself might originate in another country [138,139]. 
Therefore, wherever used, copyright law would apply, since no regis-
tration is needed, but only within territories of the signatory states 
[140].

It is mandatory to mention that outer space is not a territory in terms 
of intellectual property rights protection and, therefore, only national 
laws regarding “earthly” territories or other acknowledged regimes can 
apply [141]. Space is not a territory in the sense of IP and therefore is not 
protected as such in outer space [142,143]. Although there is a separate 
legal regime concerning IP on board the International Space Station 
(ISS), this shall not apply to copyright [142].

An innovative idea made by AI in space would not be eligible for 
patent protection since only a human can be the founder of a patent 
[144]. In the United States, legal authorities have emphasized that AI 
cannot function as a “person” under copyright and patent law. Indeed, 
the United States Copyright Office (USCO) denied an application for a 
work produced with an AI system because the work was made “without 
any creative contribution from a human actor” [145]. This suggests that 
at least in the United States, the issue of “who” may qualify as an author 
for the purposes of IPRs appears to be relatively settled.

However, there is still debate as to whether AI-generated products or 
works may be granted protection. Even if the AI output was –in now 
more than rare cases– copyrightable, legal challenges would arise when 
the location of publication is outer space [142]. As applied to outer 
space, the extent to which intellectual property rights may be employed 
for AI systems in outer space must first contend with the territoriality of 
IPR and the non-appropriation principles (non-territoriality) [146] of 
outer space governance. Also, only the USA has, so far, extended its IP 
laws to registered space objects launched from its territory [147]. 
Nonetheless, the “doctrines of choice of law and national treatment, as 
governed by the Berne Convention, will be great legal resources in 
determining matters of copyright infringement related to space activ-
ities” [142].

6.3. The intersection of intellectual property law and international space 
law

Article I(1) and (2) OST prohibit the appropriation of outer space and 
emphasize that the exploration of outer space should remain an effort 
from which all of humankind may profit. Taken from an intellectual 
property rights perspective, this would mean that any claim of intel-
lectual property monopoly including patents, copyrights, and trade-
marks, for an invention obtained through scientific experiments would 
be denied based on international law, despite the protection of intel-
lectual property rights relying primarily on individual state enforcement 
[148].

Nevertheless, both Article VI and Article VIII present concepts that 
may be applied as a quasi-extension of national territory to extend in-
tellectual property rights to AI systems in outer space. The former holds 
states directly responsible for the actions of non-governmental entities 
in outer space, so long as those activities are “national” in nature. This 
implies, as argued by Wedenig, that the development of specialized AI 
(narrow AI) intended for use in outer space should qualify as a national 
activity [23]. Additionally, the latter foresees that a state party to the 
treaty on whose registry an object launched into outer space is carried 
shall retain jurisdiction and control over such an object. In other words, 
Article VIII can be employed to indirectly permit the protection of 
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intellectual property rights in outer space [148].
The 1976 Registration Convention (REG) is also another mechanism 

by which national territory may be extended (via quasi-extension) to 
apply the protection of intellectual property rights. As such, a state of 
registry must maintain jurisdiction and control over the space object, as 
provided for by the OST [148]. In this regard, it should be noted that 
ownership not only covers the satellite and space station, but can also 
extend to include the launch vehicle, related stages and components, 
and payload, as well.

Both the OST and the REG provide a framework for the quasi- 
extension of national territory to outer space as a mechanism to apply 
the protection of intellectual property rights. The 1998 Intergovern-
mental Agreement on Space Station Cooperation (IGA) is perhaps the 
only legal regime that specifically addresses intellectual property rights 
in outer space; however, it is strictly limited to such use on the ISS.

Article 21 states that activity occurring in or on a space station flight 
element is deemed to have occurred only in the territory of the partner 
state of that element’s registry. For example, for ESA-registered ele-
ments, any European partner may deem the activity to have occurred 
within its territory. The IGA also touches on the concept of temporary 
presence (parts or articles passing through a country on Earth or on their 
way to or from the space station); alone is not to be the basis for any 
intellectual property right infringement proceeding [149].

Insofar as how space data processed by AI systems onboard satellites 
may be protected by intellectual property law, the key factor in this 
determination is the critical link between jurisdiction and the type of AI 
data. In other words, whoever owns the AI-processed data is the one who 
retains the right to legally protect it. After identifying the relevant in-
tellectual property law and which individual may claim ownership, we 
may apply extraterritorial jurisdiction of the state of which the indi-
vidual is bound using international law.

In sum, reconciling the non-appropriation principle of outer space 
with the principle of territoriality enshrined in intellectual property 
rights protection regimes may be accomplished through the extension 
(quasi-extension) of national territory into outer space using the concept 
of registration, as outlined in the OST and the REG, and be guided by 
international treaties with articles designed specifically to address in-
tellectual property right protection such as the IGA.

7. Conclusions

As highlighted in the introduction, the space industry stands at a 
crossroad, with the expanding integration of AI in orbit. The analysis in 
this paper has underscored how such integration holds immense benefits 
under different aspects. From mission efficiency, data processing, and 
deep space exploration, however, also give rise to new legal and policy 
questions.

The existing treaties, most notably the OST, offer core principles that 
can be read to include aspects of AI-driven missions, but fail to address 
pressing new challenges with sufficient specificity.

In particular, new layers of complexity open in space law in areas 
such as data-sharing, cybersecurity, dual-use governance, and IP. 
Although an amendment of the OST might appear tempting, its foun-
dational role and the difficulty of achieving global consensus make such 
an approach both unlikely and potentially destabilizing to the broader 
space law framework. Instead, the space community should incremen-
tally take concrete steps that build on existing principles while 
addressing the realities of AI-driven space activities, with a multi- 
layered approach. Rather than proposing an entirely new treaty or 
forcing amendments into the OST, the paper emphasizes an approach 
founded in both soft-law development and revision to national legisla-
tion. The harmonization of guidelines and the reinforcement of industry- 
led standards can offer an achievable path forward. Doing so it will 
ensure legal certainty to operators while still allowing for innovation. 
Such steps, if coordinated on a global level, can evolve into recognized 
best practices that pave the way to regulation at the international level if 

and when a stronger consensus emerges.
In particular, in relation to the areas analyzed in this paper some 

specific recommendations emerge. One of the most vital tasks is to 
encourage cross-sector collaboration among regulatory bodies, industry 
actors, and academic institutions, aiming to establish norms and best 
practices for data-sharing. Drawing lessons from other technological 
domains and ensuring that coherent data sets are used to train AI sys-
tems will support safer, more reliable mission outcomes and uphold 
privacy rights.

As space operations rely more heavily on automation, robust 
cybersecurity standards become indispensable. Threats like adversarial 
attacks, data corruption, and software vulnerabilities bring serious risks, 
not only to commercial activities and satellite constellations, but also to 
deep-space missions where timely human intervention may be limited.

Moreover, there is an increasing need of clarifying dual-use gover-
nance in the context of AI. Governments and international organizations 
must grapple with systems that can be applied equally to civilian and 
military ends, balancing the Outer Space Treaty’s commitment to 
peaceful purposes with the realities of modern technological innovation.

In tandem, a revision of IP regimes for AI-driven activities, especially 
concerning ownership rights in outer space, remains necessary as 
machine-generated outputs and autonomous operations fall outside 
traditional legal categories.

In conclusion, there is no doubt that continued research and dialogue 
are essential if space law is to keep pace with the advancement of AI. The 
paper focused on data governance, cybersecurity, dual-use, and IP, to be 
able to craft targeted, practical solutions that address such novel issues 
while still preserving the broad principles of international space law. 
Over time, these multi-layered initiatives, whether enacted through soft- 
law instruments, national regulations, or expanded international ac-
cords, can offer the legal certainty, ethical grounding, and technical 
rigor needed to ensure that AI in space not only thrives but does so 
responsibly.
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